PIER Research Methods: Verbal Protocol Analysis 

Overview

The purpose of this unit is to discuss foundational concepts in collecting and using verbal protocol data in educational research, and to offer students the opportunity to gain practical experience applying protocol analysis to real data.  In the first week we will discuss the motivation for protocol analysis and begin to explore the process of collecting and analyzing such data.  In the second week we will get more into the details of the process, and students will do a coding scheme design assignment.  In the final week we will explore the use of technology for supporting protocol analysis and discuss some of the finer methodological points relating to protocol analysis.  
By the end of this module, students should be able to:

· Explain what is involved in collecting and analyzing verbal data (including both “hand” and automatic approaches to analysis)

· Recognize when – and explain why – protocol analysis is/is not appropriate to particular research situations.

· Apply protocol analysis methods to already collected and segmented data.

Readings
All of the readings are posted to the course website. With each reading, we list a few discussion questions to help focus your reading and guide your reading reports. Note that article(s) associated with a given class session should be read before that class session, and the corresponding reading reports should be posted to Blackboard by 9am that day. 
The Coding-Scheme Assignment

Besides reading and discussing articles, students will complete a coding scheme design assignment. The purpose of the assignment is to give you hands-on experience designing,  applying, and assessing a coding scheme.  You will be given a small, rich data set containing chat data paired with learning gains and questionnaire data.  Across several homework assignments and in-class exercises, you will engage in many of the steps of protocol analysis. You will begin by proposing a hypothesis and some focal questions that you envision could be addressed with the given data.  From this, you will design your own coding scheme and develop a coding manual.  You will then use that manual to code some data.  Next, you will exchange coding manuals with a classmate and apply each other’s manual to code the same data.  This will enable comparison of you and your partner’s assigned codes so that you can assess inter-rater reliability.  Finally, you will have an opportunity to use automated tools for applying your coding scheme to data.

Four parts of this assignment will be done as homework or in-class work:

Part A (homework): Between sessions 2 and 3, propose one or more hypotheses and think about how you could use protocol analysis on the given data set to evaluate those hypotheses.

Part B (homework): By session 5, develop a short coding manual and apply your coding scheme to a subset of the provided data.  Bring 2 printouts to class.  Also install LightSIDE software on your laptop and make sure it runs (http://lightsidelabs.com/what/research/).  Note that the download includes a user’s manual that you should read through.
In class Part C: In session 5, swap coding manuals with a classmate and use their coding manual to code the same data they have coded (but not looking at their codes!), and measure reliability.
Part D (homework): For session 6, prepare data for automatic coding, and bring soft-copy to class along with your laptop. 
Class Schedule
Session 1[Jan 21 Carolyn]: Connecting Discussion and Learning
In this session we will explore the connection between discussion and learning, specifically investigating how stylistic aspects of language use enable or constrain articulation of ideas at different levels of abstraction, and how they affect how students position themselves or are positioned within an academic discourse.  We will explore these issues in connection with different theoretical perspectives on learning including cognitive, sociocognitive, and sociocultural.
**If this is your first exposure to this material, focus mainly on the Howley et al. chapter.  If this is your second exposure, skim the Howley et al chapter and focus mainly on the Adamson et al. article and the comparison between the two.
Howley, I., Mayfield, E. & Rosé, C. P. (2013).  Linguistic Analysis Methods for Studying Small Groups, in Cindy Hmelo-Silver, Angela O’Donnell, Carol Chan, & Clark Chin (Eds.) International Handbook of Collaborative Learning, Taylor and Francis, Inc.

Adamson, D., Dyke, G., Jang, H. J., Rosé, C. P. (2014). Towards an Agile Approach to Adapting Dynamic Collaboration Support to Student Needs, International Journal of AI in Education 24(1), pp91-121.
Discussion Questions (pick 2 or 3 of these to discuss as they relate to your reading focus):

· What do you see as the advantages and disadvantages of adopting methods from linguistics for the analysis of verbal data from studies of student learning?

· In the chapter, the role of discussion in learning as it is conceptualized within a variety of theoretical frameworks was compared and contrasted.  Which do you agree most with and why?

· Pick one of the conversation extracts from the chapter and critique the provided analysis from the perspective of your chosen theoretical framework.
· How could protocol analysis be used to shed light on what was happening in one or more of the the Adamson et al., 2013 studies?
· What do you see as the trade offs between the style of automated process analysis used in the Adamson et al. article and the more linguistically motivated approach discussed in the Howley et al article?
Session 2[Jan 23, Carolyn]: Overview of Protocol Analysis
In this discussion, we will begin to explore the basics of collecting verbal protocol data as well as a high-level view of what’s involved in analyzing such data.  Whereas the focus in the initial session was on theory, the focus here will be on methodology of protocol analysis by hand.  We will explore different uses of verbal data.

Chi, M. T. H. (1997).  Quantifying qualitative analyses of verbal data: A practical guide.  The Journal of the Learning Sciences, 63), 271-315. 

Discussion Questions:

· What are the main contrasts between the approach Chi advocates for analysis of verbal data and how she presents verbal protocol analysis?
· What can be gained from using these approaches?  Which if either do you have experience with, and if so, can you explain that experience?
· How does Chi present these methodologies as complementary to more formally quantitative methodologies?
Session 3[Jan 28 Marsha]: Practical aspects of analyzing verbal data

In this session we will break down the process of designing a coding scheme into practical steps.

Gihooly, K. J., Fioratou, E., Anthony, S. H., Wynn, V. (2007).  Divergent thinking: Strategies and executive involvement in generating novel uses for familiar objects, British Journal of Psychology, 98, pp 611-625.

van Someren, M. W., Barnard, Y. F., & Sandberg, J. A. C. (1994).The Think Aloud Method: A Practical Guide to Modelling Cognitive Processes. New York: Academic Press.  Chapter 7

Discussion Questions:

· What, if any, of the steps involved in protocol analysis did you find confusing?
· Which of these steps would you say are most methodologically challenging? most theoretically important?

· How might the steps differ for individual, talk-aloud data vs. collaborative, chat data?

Session 4[Jan 30 Carolyn]: Methodological considerations related to manual and automatic analysis

Here we will discuss issues related to reliability and validity, and efficiency of analysis.  We will also contrast different types of protocol analyses, namely categorical types of analyses versus word counting approaches.  Note that this paper presents an alternative perspective on automated process analysis to what you saw illustrated in Adamson et al. earlier.  You should think about the contrasts and trade offs.
Rosé, C. P., Wang, Y.C., Cui, Y., Arguello, J., Stegmann, K., Weinberger, A., Fischer, F., (In Press).  Analyzing Collaborative Learning Processes Automatically: Exploiting the Advances of Computational Linguistics in Computer-Supported Collaborative Learning, submitted to the International Journal of Computer Supported Collaborative Learning
Discussion Questions:
· What do you see as the trade-offs between the style of protocol analysis illustrated in this article and that from Adamson et al.?

· What was the most surprising result you read about in the paper?  How do the capabilities you read about compare with what you would expect to be able to do with automatic analysis technology?

· What role can you imagine automatic analysis of verbal data playing in your research?  Where would it fit within your research process?

· What do you think is the most important caveat related to automatic analysis described in the paper?

Session 5[Feb 4 Marsha]: Inter-Rater Reliability and When to Use Protocol Data

In this lecture, we will discuss issues of reliability for protocol data (how to compute Cohen’s kappa and how to resolve coding disagreements). We will also discuss the conditions under which verbal protocol data are/are not appropriate.

Ericsson, K. A., & Simon, H. A. (1993). Protocol Analysis (pp. 1-31). Cambridge, MA: The MIT Press. [Introduction and Summary]

Ericsson, K. A., & Simon, H. A. (1993). Protocol Analysis (pp. 78-107). Cambridge, MA: The MIT Press. [Effects of Verbalization]

Discussion Questions:

· What are the key features that make verbal protocols appropriate/not?
· What can researchers do to collect and analyze such data most effectively?
Session 6[Feb 6 Carolyn and Marsha]: Tools For Supporting Protocol Analysis

In this session we will introduce some new technology for facilitating protocol analysis tasks.  Students will gain hands on experience with a new technology called LightSIDE http://lightsidelabs.com/what/research/.  You will work with the data you coded in the last session.  Please read the user’s manual if you have not already.
Discussion Questions:
· What evidence do you as a human use to distinguish between the codes in your coding scheme?  How much of this evidence do you think a computer would be able to take advantage of?

· Looking at your coded data, which aspects do you predict will be easy to automatically code, and which do you think will be too hard?

