Exercise on Analyzing Learning Curves Using DataShop

Ken Koedinger

This exercise has the following goals:

1) Familiarize you with a data set used in a number of papers on learning curve analysis including Cen, Koedinger, & Junker (2006)
.  

2) Give you an experience in using the Pittsburgh Science of Learning Center’s DataShop, an open repository of student interaction data.

3) Give you an experience in learning curve analysis.

In this exercise, you will first log into DataShop and review some terms and example data (part A below), then access the “Cog Model Discovery Experiment Spring 2010 [KRM]” data set (part B below), and then answer some questions about that data set (part C below).  
When you answer questions in Part C, you can do so within this same document, using indentation and a different font.
Part A.  Logging into Datashop and reviewing help pages

1) Go to http://www.pslcdatashop.org

2) Login – you need to register if this is your first time

3) Click on “Help” in the upper right corner.

4) Click on “4. Glossary” on the left-hand side.

5) To understand the DataShop format, read through the Term definitions and examples up to and including “Error Rate”.  Pay particular attention to example data segment in Tables 1 and 2 corresponding with the image in Figure 1 and Video.   These show an example of (a more recent version of) the tutor used in the Cen paper and in the data set you will explore in Parts B and C.  (Note that this problem was called “ac-cans” in the “Cog Model Discovery Experiment Spring 2010 [KRM]” data set, not “Making Cans.”)
Part B. Getting to the “Cog Model Discovery Experiment Spring 2010 [KRM]”  data set

1) Click “Back to DataShop” (or get yourself to where you were after step 2 in part A).

2) In the left had side menus click on Private Datasets under Explore and find the project titled "Koedinger Research Methods" - you may need to scroll.) 

3) To the right of the project name click the button “Request Access.” This will send a request to the owner of the project with your request for access. 

4) Wait until access is granted to you. In this case, I will grant you access today.

5) Once access is granted return to the project (step 2 in part B) and click on the “Cog Model Discovery Experiment Spring 2010 [KRM]” data set.
6) Click on the Learning Curve tap at the top.
7) On the top left in the Samples section, click on All Data. Wait a moment until a learning curve appears.

8) Find the “KC Models” section on the left side, third panel down.  Pick a different knowledge component model (e.g., “KTracedSkills”) from the “Primary” menu and inspect the learning curve that appears.  The red solid line shows the data and the blue dotted line shows predictions based on the KC model (more later).  Also notice the “observation table” below the graph. 

9) Scroll down and note that you can click on one of the many learning curves for an individual knowledge component (e.g., Find Rectangle Perimeter in Context).  This curve is then brought up into the large display.

10) Click on the “Model values” subtab to see the best fitting parameters for the current Knowledge Component model.  The Student and KC intercept values are similar to the values you would get from an Item Response Theory model, but with KCs replacing items).  The key difference is the addition of the “slope” parameters for KCs.  These slope parameters model the rate of learning of a KC, that is, how much the error rate on a KC decreases with each opportunity a student has to learn or practice it.  (For more details, go back to the help pages and read about the “Additive Factors Model.)

11) Click on Line Graph to see the learning curves again.

Part C. Do some data mining! 

Write short answers to the questions (Q1-Q7) below. 

Use the Learning Curve tool to identify problematic KCs

Q1) Why does the number of observations per opportunity change when you switch from one KC model to another?  For example, there are more observations per opportunity for “Single-KC” model (which has one KC) than for the “KTracedSkills” model (which has 49 KCs).

Q2) Why do the curves for some KCs in some KC models not go down? It is not because there is no learning – students learned from this unit.

For the following questions, look at individual knowledge component learning curves for the KTracedSkills KC model.

Q3) What is one KC with a curve that had a low error rate (< 10% or so) from the start and yet students received lots of practice on that KC?  What could be changed in the tutor in the future based on this observation?

Q4) What is one KC that has a fairly high error rate (> 10-15%), but does not show a decrease in error rate? Look at the “Model values” tab and report what is the value of the slope parameter of this KC? 

Use the Performance Profiler tool to inspect variability in performance on the same KC

1) Click on the Performance Profiler tab at top of page 
2) In the “Knowledge Components” area on the left and further down, first click on “deselect all” and then select just the KC you identified in question #4 above.

3) Further up on the left in the “Performance Profiler” area, click the check box for “Predicted Error Rate” and uncheck the check box for “Include steps without a knowledge component”.  A blue line should appear on the Error Rate bar chart, which represents the predictions of this KC model.  (Note: you can go back to the help pages if you have questions.)  

Q5) Note that for some Problems (listed on the left), the actual error rate is smaller than the predicted error rate and for others the actual error rate is bigger than the predicted.   What is the name of one problem that is easier than expected (the actual error rate is smaller than the predicted)?  And the name of one that is harder than expected?
4) The problems student solved are summarized in a file that can be found under the “Dataset Info” tab and the “Papers and Files” subtab.   Download the file called “Geometry Area Problems.pdf”. Use this file to help answer the following questions. 

Q6) (Note: Answering this question requires some rational cognitive task analysis.)  What is a possible difficulty factor (or skill requirement) in problems that are harder than expected that is not present in problems that are easier than expected?

5) KCs do not label problems, but they label steps in problems.  To see which steps in these problems involve the target KC (and what was error rate on these steps), hold the mouse down on “Problem” in the left axis of the graph and change it to “Step”.   A close look at these relevant steps may help you to better answer Q6.   (Note you can roll over the Step names on the left axis and the corresponding Problem names will appear.)  

Q7) Any changes to your answer to Q6 after looking more closely at the relevant steps?
� This paper can be found by accessing the “Cog Model Discovery Experiment Spring 2010” data set and then clicking on the “Dataset Info” tab (top-left) and then “Papers and Files” (second from left).  Finally, click on the link in the “Paper” column.





